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Fig. 1. Relit results of our system. Given a real-world portrait (a), our method generates a photorealistic relit image (c) according to a target environment map (b, top) or a reference image (b, bottom). When relighting using the environment map, we render an arbitrary face scan with the target lighting as a reference to better illustrate the lighting, not for using in our method. When relighting using the reference image, we show the estimated target lighting for each of the compared methods. Compared with previous methods [Sun et al. 2019; Zhou et al. 2019], our relit results are more convincing and consistent with the target lighting. The top result shows that our method can remove the original highlight, generate new highlight according to the target lighting even for the glasses and the hat. The bottom result shows that our method can remove the shadow on the right face to fit the target lighting. Images courtesy: Flickr user Nathan Forget ((a)-1), Flickr user popo.uw23 ((a)-2), Flickr user Luca Boldrini ((b)-2).

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2020 Copyright held by the owner/author(s). Publication rights licensed to ACM.
0730-0301/2020/12-ART220 $15.00
https://doi.org/10.1145/3414685.3417824

Portrait relighting aims to render a face image under different lighting conditions. Existing methods do not explicitly consider some challenging lighting effects such as specular and shadow, and thus may fail in handling extreme lighting conditions. In this paper, we propose a novel framework that explicitly models multiple reflectance channels for single image portrait relighting, including the facial albedo, geometry as well as two lighting effects, i.e., specular and shadow. These channels are finally composed to generate the relit results via deep neural networks. Current datasets do not support learning such multiple reflectance channel modeling. Therefore, we present a large-scale dataset with the ground-truths of the channels, enabling us to train the deep neural networks in a supervised manner. Furthermore, we develop a novel module named Lighting guided Feature Modulation (LFM). In contrast to existing methods which simply incorporate the given lighting
in the bottleneck of a network, LFM fuses the lighting by layer-wise feature modulation to deliver more convincing results. Extensive experiments demonstrate that our proposed method achieves better results and is able to generate challenging lighting effects.
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1 INTRODUCTION

Lighting plays a critical role in portrait photography. In order to achieve a particular look, photographers often require complex equipment and sophisticated expertise to obtain a good lighting setup. This may be impractical for amateur photographers who take photos with consumer-level cameras. In this case, attaining convincing visual effects or rectifying the portrait images captured in extreme illumination conditions is highly desirable. Hence, portrait relighting techniques have become demanded and attracted significant attentions in both industry and academia.

Although portrait relighting has been extensively investigated in the past decades [Aldrian and Smith 2012; Debevec et al. 2000; Shu et al. 2017a; Sun et al. 2019], it still remains as a challenging problem. To ensure the relit results to be photorealistic, Debevec et al. [2000] exploit a sophisticated system to capture the reflectance fields of human faces and then render novel face images with different illuminations. While their system is able to manipulate lighting accurately, it relies on the specific hardware system and thus is not suitable for consumer-level usage.

To ease the specific hardware requirements of portrait relighting, many methods have been proposed to transfer the color distribution of a reference portrait image to the input portrait image. For instance, Shih et al. [2014] first densely align a reference face image to the input portrait, and then transfer the colors of the reference face to the input one. Shu et al. [2017a] further exploit 3D facial geometry to assist color transfer more authentically, and employ optimal transport [Pitie et al. 2005] to map the color distribution of a reference portrait to the input. Although these methods achieve pleasing results, they require a large amount of computation and thus are not suitable for interactive photographic applications. In addition, the generation of the lighting effects, such as specular and shadow, highly depends on the practical shading pipeline which cannot be fully modeled by just transferring color distributions.

Recently, efficient methods based on deep learning [Sun et al. 2019; Zhou et al. 2019] have been proposed for portrait relighting following practical shading pipelines, which usually employ the lighting models of Spherical Harmonics (SH) [Zhou et al. 2019] or environment maps [Sun et al. 2019]. In general, those methods simply learn an end-to-end mapping between the input headshots and relit ones. Important lighting effects, i.e., specular and shadow, are not carefully treated in these end-to-end learning methods as they are not numerically significant in the integrated image loss. Also, meaningful channels like facial albedo and geometry [Sengupta et al. 2018] are also not explicitly considered. This motivates us to explicitly exploit multiple reflectance channel modeling for photorealistic portrait relighting.

In this paper, we propose a novel single image portrait relighting framework using deep neural networks. We first develop a de-lighting network to jointly recover the facial albedo and geometry, as the intrinsic channels, from an input portrait. Based on the estimated facial geometry and a given lighting, we synthesize the specular and shadow effects, as our rendering detail channels, via a Specular and Shadow estimation (SS) network. After obtaining the four channels, we present a composition network to generate the relit portrait image under the given environment map. The SS and composition networks form our relighting network. Since our framework explicitly models multiple reflectance channels, our method is able to achieve authentic lighting effects, especially for specular and shadow.

However, the key barrier to learn our networks is the lack of ground-truth supervision. Even though there are many 3D face datasets available [Baocai et al. 2009; Cao et al. 2013; Cosker et al. 2011; Savran et al. 2008; Yin et al. 2006; Zhang et al. 2013, 2014], they do not provide channels of facial albedo, geometry and lighting effects. Therefore, we present a large-scale relighting dataset. We first reconstruct the high-quality 3D faces of 438 subjects across different races and ages, and each subject performs 20 expressions. Then we randomly choose 100 subjects and render them under 391 different lighting conditions with random head poses, to generate the supervision channels for training. Once our networks are trained, our method well handles both synthetic and real-world portraits, which is demonstrated by extensive experimental results.

As for the network design, existing methods [Sun et al. 2019; Zhou et al. 2019] mainly encode the target lighting into the bottleneck of a network. We propose a Lighting guided Feature Modulation (LFM) module, which fuses the lighting into the channel features in a layer-wise fashion. Our LFM fuses lighting information into our multi-channel features effectively and forces the features to be more consistent with respect to the target lighting. Experiments show that by using LFM we are able to generate more natural relit results in accordance with the given lighting.

Overall, our contributions are summarized as follows:

- We propose a novel single image relighting framework via explicitly modeling the face intrinsic channels and the rendering detail channels, which dramatically improves the relighting performance, especially for challenging lightings with specular and shadow.
- We present the first large-scale portrait relighting dataset composed of high-quality 3D faces and multiple rendered channels for training headshot relighting networks.
- We propose a new module, namely Lighting-guided Feature Modulation (LFM), to incorporate the target lighting more effectively and authentically into relit portraits.
Table 1. Summary of popular widely-used 3D face datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Id. Num</th>
<th>Exp. Num</th>
<th>Vert. Num</th>
<th>Tex. Resolution</th>
<th>Device</th>
<th>Multiple channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>BU-3DFE [Yin et al. 2006]</td>
<td>100</td>
<td>25</td>
<td>10k-20k</td>
<td>1300 × 900</td>
<td>structure light</td>
<td>No</td>
</tr>
<tr>
<td>BU-4DFE [Zhang et al. 2013]</td>
<td>101</td>
<td>6</td>
<td>10k-20k</td>
<td>1040 × 1529</td>
<td>structure light</td>
<td>No</td>
</tr>
<tr>
<td>Bosphorus [Savran et al. 2008]</td>
<td>105</td>
<td>35</td>
<td>35k</td>
<td>1600 × 1200</td>
<td>structure light</td>
<td>No</td>
</tr>
<tr>
<td>FaceWarehouse [Cao et al. 2013]</td>
<td>150</td>
<td>20</td>
<td>11k</td>
<td>640 × 480</td>
<td>kinect</td>
<td>No</td>
</tr>
<tr>
<td>4DFAB [Cheng et al. 2018]</td>
<td>180</td>
<td>6</td>
<td>100k</td>
<td>1200 × 1600</td>
<td>kinect + 6 cameras</td>
<td>No</td>
</tr>
<tr>
<td>D3DFACS [Cosker et al. 2011]</td>
<td>10</td>
<td>38</td>
<td>30k</td>
<td>1024 × 1280</td>
<td>6 cameras</td>
<td>No</td>
</tr>
<tr>
<td>BP4D-Spontaneous [Zhang et al. 2014]</td>
<td>41</td>
<td>27</td>
<td>37k</td>
<td>1024 × 1392</td>
<td>3 cameras</td>
<td>No</td>
</tr>
<tr>
<td>FaceScape [Yang et al. 2020]</td>
<td>938</td>
<td>20</td>
<td>2m</td>
<td>4096 × 4096</td>
<td>68 cameras</td>
<td>No</td>
</tr>
<tr>
<td>ICT-3DFE [Stratou et al. 2011]</td>
<td>23</td>
<td>15</td>
<td>1.2m</td>
<td>1296 × 1944</td>
<td>structure light</td>
<td>No</td>
</tr>
<tr>
<td>Ours</td>
<td>438</td>
<td>20</td>
<td>900k</td>
<td>4096 × 4096</td>
<td>30 cameras</td>
<td>Yes</td>
</tr>
</tbody>
</table>

2 RELATED WORK

2.1 Portrait Relighting

Debevec et al. [2000] develop a hardware system, named Light Stage, to capture the reflectance field of a human face. Then, relighting effects are achieved by rendering 3D faces in novel illuminations and viewpoints. Although Light Stage attains promising visual results, this complicated system is not suitable for consumer-level usage. Hardware-free methods have been proposed for single image portrait relighting. Inspired by the works of color transfer, Chen et al. [2011, 2013] first decompose the input images into multiple layers and then use an edge-preserving filter to transfer the colors from a source face to a target face. Shih et al. [2014] first align a content face to a style face captured in the desired lighting condition via dense correspondence [Liu et al. 2010], and then transfer the local color distribution by the multiscale technique [Malik and Perona 1990]. Song et al. [2017] further extend the method of [Shih et al. 2014] to multiple style faces. Shu et al. [2017a] fit a 3D face to the input face image and employ optimal transport [Pitie et al. 2005] to transfer facial color distributions, thus obtaining relit results.

Instead of following the pipeline of color transfer, some works directly modify the parameters of lighting models to achieve the relighting effects. Blanz and Vetter [1999] adopt directional lighting model in their 3D morphable face model. Portrait lighting can be manipulated by changing the parameters of directional lighting model. Aldrian and Smith [2012]; Egger et al. [2018]; Wang et al. [2007, 2008] introduce Spherical Harmonics (SH) lighting model [Basri and Jacobs 2003; Ramamoorthi and Hanrahan 2001] into portrait relighting. They jointly estimate the 3D face and SH parameters to recover the facial geometry and lighting by numerical optimization. Then portrait relighting is achieved by modifying the parameters of SH lighting model and rendering the 3D face into images.

Deep learning techniques have shown their potential in photorealistic lighting effect manipulation, e.g. lighting normalization [Nagano et al. 2019; Zhang et al. 2020b], shadow removal [Zhang et al. 2020a]. Very recently, several methods are proposed to speed up the numerical optimization [Nestmeyer et al. 2020; Sengupta et al. 2018; Shu et al. 2017b; Sun et al. 2019; Zhou et al. 2019]. The methods [Sengupta et al. 2018; Shu et al. 2017b] relight an facial image by performing an image intrinsic decomposition via deep neural networks. As those methods use low quality face models and an SH lighting model, they only achieve coarse facial geometry and albedo. Thus, they fail to generate high quality relit results. Zhou et al. [2019] and Sun et al. [2019] use end-to-end trainable deep networks to directly obtain the desired relit face. Zhou et al. [2019] also employ the SH lighting model and train a relighting network with synthetic data. Due to the simplicity of SH rendering, the generated synthetic data are not realistic enough and thus restrict the relighting performance. Instead of using SH rendering models, Sun et al. [2019] propose to use an environment map to render realistic illumination conditions. In this work, we also adopt environment maps to build our lighting model. However, unlike previous works [Sun et al. 2019; Zhou et al. 2019] that train relighting networks in an end-to-end fashion, we found that by explicitly modeling multiple reflectance channels of facial albedo, geometry and lighting effects, we can actually better generate some challenging effects, i.e., specular and shadow, given high quality facial geometry and an advanced lighting model. Recently, Nestmeyer et al. [2020] also explicitly model the shadow and specular and achieve similar conclusions. However, their method mainly focuses on image relighting under directional lightings. Since existing datasets do not provide supervision for learning such explicit modeling, we construct a large-scale relighting dataset to obtain these channels.

2.2 2D and 3D Face Dataset

Traditional 2D face datasets usually take various lighting conditions into consideration. For example, Gross et al. [2010] present a dataset consisting of 337 subjects with a range of facial expressions. For each subject, the face images are captured under 19 illumination conditions. Lee et al. [2005] build a dataset of 28 subjects under 9 poses and 64 shading situations. Gao et al. [2007] contribute a dataset of 1040 subjects and 15 lighting conditions. Although 2D face datasets with controlled lighting conditions are easy to build, they lack important 3D facial geometry information for photorealistic portrait relighting.

With the development of 3D sensors, many 3D face datasets become publicly available. We list several popular widely-used 3D face datasets in Table 1. Yin et al. [2006] employ structure light to build a 3D face dataset consisting of 100 subjects and each subject has 25 expressions. Zhang et al. [2013] focus on dynamic 3D faces and capture 101 subjects with 6 expressions using structure light techniques. Cheng et al. [2018] build a similar dynamic 3D face dataset using 6 RGB cameras and a Kinect sensor. Savran et al. [2008] capture 105 subjects with 35 expressions under various facial
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poses and occlusions. Cao et al. [2013] use Kinect to construct a dataset of 150 subjects with 20 expressions. Cosker et al. [2011] focus on dynamic Facial Action Coding System (FACS) data and construct a dataset with 519 sequences with Action Unit (AU) annotations. Recently, Yang et al. [2020] build a new high-quality 3D face dataset using a multi-view reconstruction technique. Based on the raw 3D faces, many works further register one template face mesh to the raw scans to deliver registered datasets [Blanz and Vetter 1999; Booth et al. 2016; Cao et al. 2013; Li et al. 2017]. All these datasets are not designed for the portrait relighting purpose and thus they do not contain multiple reflectance channel information.

Stratou et al. [2011] use structured-light stereo to reconstruct a dataset with high quality facial models with albedo and normals for both diffuse and specular rendering. However, they do not provide images rendered under various lighting conditions for the training purpose. We use a multi-view reconstruction technique to build a high-quality dataset with detailed 3D face textures. Furthermore, our high-quality dataset is rendered under 391 different lighting conditions while generating ground-truths of the multiple reflectance channels. Therefore, benefiting from our dataset, we are able to train our networks and significantly improve the relit quality in comparison to prior arts.

3 PORTRAIT RELIGHTING DATASET

In this section, we introduce a new portrait relighting dataset. We collect high-quality face scans of 438 subjects with diverse races, different ages ranging from 17 to 69 years old and 20 facial expressions under a single uniform lighting setup using a multi-view camera system. Then, we render the face scans in different poses under various lighting conditions. The albedo $I_n$, normal $N$, specular $I_{sp}$, shadow $I_{sh}$ and face parsing $P$ channels are also provided for each image $I$.

3.1 3D Face Acquisition

To build our dataset, we firstly collect high fidelity face scans reconstructed from multi-view images taken by our multi-view camera system as shown in Figure 2. Our system contains 30 Sony A5000 cameras and 27 area white lights to create a uniform white lighting environment. We also ask all the subjects to carefully clean their facial skins. In this case, we believe the reconstructed texture is close to the subject’s albedo. To enrich facial expressions in our dataset, subjects are asked to perform 20 predefined expressions. We use a commercial software PhotoScan to reconstruct high fidelity facial geometry and texture.

3.2 Multiple Reflectance Channel Rendering

In Figure 3, we illustrates our multiple reflectance channel rendering pipeline. We randomly sample 100 subjects out of the 438 subjects for training and 8 subjects for testing. For the lighting conditions, we randomly choose 371 environment maps for training and 20 environment maps for testing. Thus there is no overlapping between the training data and testing ones in terms of subject identities and lighting conditions. Noted that we only use 100 subjects since we found using more subjects does not bring obvious performance improvements in training. In generating training and testing images, the rendering process follows the same pipeline. We register all the face scans with a face template using the method in [Cao et al. 2013] and transform all these scans into the normalized face pose. The face scans are then placed 3.5 meters away from the camera. To increase the robustness and generalization for training our networks, the face poses represented by the Euler angles are uniformly sampled at random in the space $(\theta_x, \theta_y, \theta_z) \in [-30^\circ, 30^\circ] \times [-15^\circ, 15^\circ] \times [-15^\circ, 15^\circ]$. To enrich the lighting variations, we augment an environment map $\ell$ by rotating the environment map along its longitude (horizontal direction) at random.

For photorealistic rendering, we use the Cycles rendering engine in Blender and a Principled BSDF shader to render the face images. The reconstructed texture maps $T$ are employed as the albedo input of the shader. To achieve visually convincing rendering effects, we empirically set the specular and the roughness to 0.6 and 0.5 respectively in rendering an image $I$. In addition, we set the specular coefficient to 0 to further render an image without specular $I_0$. By setting the shadow visibility to false in Blender, we render an image without self-occlusions $I_1$. By computing the differences between $I$ and $I_0$ as well as the differences between $I$ and $I_1$, and then converting them to the grayscale, we achieve the specular map $I_{sp} = I - I_0$ and the shadow map $I_{sh} = I_1 - I$ in accordance with the image $I$. We also render the albedo image $I_n$ under the uniform lighting environment. Although multiplicative shadow maps are often used in previous relighting methods [Nestmeyer et al. 2020], we opt to employ additive shadow maps as additive shadow will ease gradient backpropagation during network optimization. Because our proposed method focuses on relighting portraits, we set the background pixels to 0 during rendering.
Fig. 3. Illustration of the rendering pipeline for our portrait relighting dataset generation. We first register a face template to a captured 3D scan and then align the scan to the canonical pose. An environment lighting configuration and a face pose are randomly chosen. Afterwards, we render an image \( I \) and its corresponding image without specular \( I_0 \), image without self-occlusion \( I_1 \), normal map \( N \), albedo map \( I_n \) and parsing map \( P \). The specular and shadow maps are obtained by computing \( I - I_0 \) and \( I_1 - I \) in the grayscale respectively. For visualization purpose, in this paper, we apply a gamma correction to the specular image \( I_s \) and an inverse operation to shadow image \( I_s \).

Fig. 4. Illustration of our network architecture. There are two stages in our method: the de-lighting stage and the relighting stage. The de-lighting stage aims to estimate the facial albedo, normal, and parsing maps, given an input portrait. In the relighting stage, we first employ a Specular and Shadow (SS) network to explicitly predict challenging lighting effects, i.e., specular and shadow, and then we train a composition network to generate the relit results taking our estimated facial albedo, normal and lighting effects as inputs. Images courtesy: Flickr user Peter Bright (Input).

We represent the facial geometry using facial normal image \( N \). To achieve the semantic face parsing maps, we manually divide the texture map of the registered face template into 8 different regions, i.e., 2 eyebrows, 2 eyes, nose, inner mouth, lips and skin regions. By assigning different regions with different colors, we can easily obtain the corresponding face parsing map \( P \) as all the faces are pre-registered with the face template. An image group including \( I, I_0, I_s, I_s, N, P \) is employed as our multi-channel images for training our networks. After removing the incomplete face scans and failure cases of rendering, we obtain 270,000 valid image groups for training and 20,000 valid image groups for testing. The resolution of the rendered images is 640 × 960 pixels. Since our method focuses on face regions, face bounding boxes are extracted according to the rendered parsing maps. In the training, we crop a square patch according to the bounding box with a padding value randomly sampled in the range of \([20, 40]\) and downsample it to 256×256 pixels. The rotated lighting environment map is downsampled to 16 × 32 using Gaussian pyramid. The environment maps are collected from
We design our framework according to the following three considerations: First, facial albedo and normal are important factors for generating a portrait image. However, previous methods do not explicitly model them. As a consequence, we first use a de-lighting network to estimate the facial albedo and normal. Furthermore, we enhance the de-lighting network by introducing a facial parsing auxiliary task. Second, facial specular and shadow play an important role in generating photorealistic relit results. Therefore, we design a Specular and Shadow (SS) network to generate these effects explicitly. Our SS network estimates specular and shadow from the facial normal and the target lighting. Third, in order to combine the aforementioned information together, we train a composition network that takes facial albedo, normal and the estimated lighting effects as inputs to perform the final creation of the relit results.

4 PROPOSED PORTRAIT RELIGHTING METHOD

We design our framework according to the following three considerations: First, facial albedo and normal are important factors for generating a portrait image. However, previous methods do not explicitly model them. As a consequence, we first use a de-lighting network to estimate the facial albedo and normal. Furthermore, we enhance the de-lighting network by introducing a facial parsing auxiliary task. Second, facial specular and shadow play an important role in generating photorealistic relit results. Therefore, we design a Specular and Shadow (SS) network to generate these effects explicitly. Our SS network estimates specular and shadow from the facial normal and the target lighting. Third, in order to combine the aforementioned information together, we train a composition network that takes facial albedo, normal and the estimated lighting effects as inputs to perform the final creation of the relit results.

4.1 De-lighting Stage

Given an input facial image, our de-lighting network estimates its corresponding environment map \( \hat{\ell} \), facial albedo \( I_\alpha \) and facial normal \( \hat{N} \). Here, the estimated facial normal \( \hat{N} \) and albedo \( I_\alpha \), as important facial intrinsic channels, are used for the subsequent relighting stage. To improve the performance of our de-lighting network, we introduce a facial parsing task as an auxiliary task. To be specific, this multi-task training strategy facilitates the estimation of albedo \( I_\alpha \). Once \( I_\alpha \) is accurately estimated, it will enable the lighting effect estimation and relit result composition in the following step, as shown in Figure 4.

Our de-lighting network is composed of an encoder-decoder architecture. We use a confidence-weighted average block [Sun et al., 2019] to estimate the lighting \( \hat{\ell} \) at the bottleneck layer. The skip connection [Ronneberger et al. 2015] is employed to preserve the image details of the input. Sigmoid activation layers are used for normalizing facial albedo and normal while a Softmax layer is applied to estimate a face parsing map. In order to estimate the facial normal \( \hat{N} \) and albedo \( I_\alpha \) of an input portrait image, we employ \( L_1 \) regression losses as follows,

\[
L_I = \| I_n - I_h \|_1, \quad (1)
\]

\[
L_N = \| \hat{N} - N \|_1, \quad (2)
\]

where \( I_h \) and \( N \) indicate the ground-truth albedo and normal. These two channels will be fed to our relighting stage to not only produce a relit image but also predict the specular and shadow under the target lighting.

As suggested in the work [Sun et al., 2019], estimating the source lighting would also improve the stability of the network training even though the source lighting will not be used in our relighting stage. Following the work [Weber et al., 2018], the environment lighting is estimated by a weighted-log-L2 \((w\log-L2)\) distance between the ground-truth lighting \( \ell \) and the estimated one \( \hat{\ell} \), expressed as,

\[
L_\ell = ||\omega \odot (\log(1 + \hat{\ell}) - \log(1 + \ell))||^2_{L_2} \quad (3)
\]

where \( \omega \) is the solid angle of a pixel in the environment map, and \( \odot \) represents the element-wise multiplication. Since an environment map is mapped to a sphere for rendering, different pixels correspond to different region sizes on a sphere. Thus, \( \omega \) is used in Eqn. 3.

Due to the significantly different sizes of the semantic regions in the face parsing \( P \) maps, a multi-class focal loss [Lin et al. 2017] is employed to perform the parsing as,

\[
L_P = -(1 - \hat{P})^\eta \odot P \odot \log(\hat{P}) \quad (4)
\]

where \( \hat{P} \) is the estimated face parsing map and \( \eta \) is a focusing parameter. The contribution of estimating this parsing map is shown in Figure 5. It does improve the results as the parsing lets the network understand the facial semantic information.
where \( \hat{I} \) is the reconstructed image.

As illustrated in Figure 7, we demonstrate the estimated results of our de-lighting network.

### 4.2 Relighting Stage

In our relighting stage, we first estimate the specular and shadow lighting effects with the estimated facial normal and the target lighting, and then compose the multi-channel images to achieve our relit results. Hence, there are two networks in our relighting stage: a Specular and Shadow (SS) network and a Composition network.

#### 4.2.1 Specular and Shadow Effect Estimation

Specular and shadow are two challenging lighting effects and play an important role in photorealistic portrait relighting. Previous methods [Sun et al. 2019; Zhou et al. 2019] only constrain the relit results to be close to their ground-truths without estimating specular and shadow specifically. Compared to the diffuse component, specular and shadow components only appear in local and small regions. Therefore, without special treatment, these effects might be neglected due to the small portions in a regression loss. In contrast, we use a Specular and Shadow (SS) network to estimate them explicitly, as illustrated in Figure 4. Here, specular and shadow will be learned in our network.

Although facial albedo, normal and lighting all have impacts on the specular and shadow, the intensities of the specular and shadow are mainly controlled by the facial geometry and lighting. Therefore, the inputs of our SS network are the estimated facial normal and the targeting lighting. In learning specular \( I_{sp} \) and shadow \( I_{sh} \), we force them to be similar to their ground-truths, expressed as,

\[
\mathcal{L}_{SS} = \| \hat{I}_{sp} - I_{sp} \|_1 + \| \hat{I}_{sh} - I_{sh} \|_1. \tag{6}
\]

where \( \hat{I}_{sp} \) and \( \hat{I}_{sh} \) indicate the estimated specular and shadow maps. Our SS network is also composed of an encoder-decoder structure. To reinforce the impacts of the input lighting in the SS network, we introduce a Lighting guided Feature Modulation (LFM) module. LFM will be explained in the following Section 4.2.2.

#### 4.2.2 Lighting guided Feature Modulation

In prior works [Sun et al. 2019; Zhou et al. 2019], the target lighting is added to a network by concatenating it or its derived features with the features of an input image in the bottleneck layer. It is difficult to guarantee that the target lighting is effectively fused into the input image features. Inspired by spatial feature transform [Wang et al. 2018], adaptive instance normalization [Huang and Belongie 2017] and StyleGAN [Karras et al. 2019], we present a Lighting guided Feature Modulation (LFM) module to fuse the lighting with the features of our channel images in a layer-wise fashion. Figure 6 illustrates the design of our LFM. To be specific, we modulate the input features \( F_{in} \) using the lighting map \( \ell \). The lighting \( \ell \) is first converted to a 128-dimensional feature by a fully-connected layer \( FC_1 \). Subsequently, this feature is converted to two c-dimensional features by two fully-connected layers \( FC_2 \) and \( FC_3 \): a multiplicative factor \( \gamma \) and an additive factor \( \beta \). Then, these two factors are expanded to the \( h \times w \times c \) to match the shape of \( F_{in} \). The output features \( F_{out} \) of LFM are formulated as,

\[
F_{out} = \gamma \odot F_{in} + \beta. \tag{7}
\]

Note that, only the first fully-connected layer \( FC_1 \) is followed by a non-linear activation function ReLU.

#### 4.2.3 Multi-Channel Composition Network

After obtaining our multiple reflectance channel maps (facial albedo, normal, specular and shadow), we design a network to compose them consistently in accordance with the target lighting. Specifically, we adopt an encoder-decoder architecture as well as embed our LFM for the multi-channel composition network, as illustrated in Figure 4. Here, LFM is employed after each upsampling layer to modulate the features in accordance with the target lighting. In order to train our multi-channel composition network, we take the target lighting and our estimated multi-channel images as inputs and constrain the reconstructed image \( \hat{I} \) to be similar to the ground-truth \( I \), written as,

\[
\mathcal{L}_{RL} = \| \hat{I} - I \|_1. \tag{8}
\]
4.3 Training Details

In order to train our de-lighting and relighting networks, we employ a two-stage training fashion. In the first stage, all the networks are trained from scratch separately, regarded as a “warm-up” phase. In training our de-lighting network, the ground-truth facial albedo, normal and parsing map are provided from one image group \( G = \{ t, I_0, n, P, \ell \} \) and the objective function in Eqn. (5) is employed. In the relighting networks, we also train the SS and composition networks separately. In this way, we only need to use one image group during training. Note that, the inputs of the SS and composition networks are the ground-truth multi-channel images in the warm-up stage.

Recall that each image group is captured under one lighting. In order to fine-tune our entire network, we sample another image group capturing the same subject in the same pose but a different lighting, marked as \( G' = \{ t', I'_0, n', P', \ell' \} \). Then, we start fine-tuning the relighting network when the loss of the de-lighting network converges. Our model is implemented in Pytorch [Paszke et al. 2019]. We set the focusing parameter \( \eta \) to 2 following the focal loss [Lin et al. 2017]. Adam optimizer [Kingma and Ba 2014] with its default setting is employed to train our model. The learning rate is set to 0.002 in the warm-up stage and decreased to 0.0002 in the relighting fine-tuning stage. The batch size is set to 8. In the warm-up stage, each network is trained on a NVIDIA GTX 1080Ti GPU individually for one day. During fine-tuning, we use four NVIDIA GTX 1080Ti GPUs to train the entire network for 2 days. The average running time is about 46ms for relighting an image during testing, including 11ms for the de-lighting network, 17ms for the SS network and 18ms for the composition network.

5 EXPERIMENTS

In this section, we first evaluate the key contributions of our proposed method. Then we compare our method with state-of-the-art methods quantitatively and qualitatively to show that our technique better handles challenging lightings either for the input image or for the target. Next, we present various relit results to show that our technique is robust to various cases in real portraits, including various inputs and target lightings, head poses and facial expressions, objects like hats and glasses, and so on. Finally, as we model multiple reflectance channels with semantics to perform relighting, we are able to manipulate some channels to edit the relit results. We also show results on this kind. For quantitative comparisons, we adopt RMSE, PSNR and SSIM metrics to compare the relit images and their corresponding ground-truths by our testing dataset. For qualitative comparisons, we show directly the relit results of both real images and synthetic images.

5.1 Ablation Study

To demonstrate the effectiveness of our SS network, LFM and the auxiliary task of face parsing, we conduct comprehensive ablation studies on our method quantitatively and qualitatively. Table 2 indicates that each component of our method contributes to the final relit results measured by the metrics of RMSE, PSNR and SSIM. Figure 8 also demonstrates how each component improves relit images in terms of visual quality. The baseline is a de-lighting and relighting (DL-RL) architecture without using our SS network, LFM and face parsing.

5.1.1 SS Network. After inserting the SS network (DL-RL+SS), the RMSE is reduced by 18% compared to the baseline. The visual results start to exhibit similar lighting distributions to the ground-truths as shown in Figure 8(b) and (c). Note that, for DL-RL and DL-RL+SS, the target lighting is concatenated at the bottleneck layers of composition network and the SS network.

5.1.2 LFM. By fusing lighting using our LFM (DL-RL+SS+LMF), more precise lighting effects are generated as indicated by all the metrics in Table 2. Also in Figure 8(d), the relit portraits begin to show more lighting details on the face by employing LFM. Table 2 also indicates that LMF improves the estimation accuracy of the specular and shadow maps. Figure 9 further presents some results of the SS network with and without LFM. Here, to eliminate errors caused by other modules, we feed a ground-truth normal map and a target lighting to the SS network. Figure 9 shows that an SS network without LMF only captures the low-frequency parts of the specular and the estimated shadow is much weaker than the ground-truth. LMF helps the SS network to estimate the high-frequency details of specular and to generate more accurate shadow effects.

5.1.3 Parsing. As indicated in Table 2, with the help of the face parsing task, we improve the estimation of facial albedo images and thus achieve more accurate relit results (denoted by Full). Figure 8(e) also shows that the highlights and shadow on the forehead and eye regions are slightly improved by using the parsing. The reason might be that these face regions have their common lighting effects in some extreme lighting conditions which are learned by our network with the help of the parsing. Note that, Figure 5 has provided more specific evaluations on the parsing for real-world input images.

5.2 Comparisons with the State-of-the-Art

We compare our method with the state-of-the-art portrait relighting methods [Sun et al. 2019; Zhou et al. 2019] and portrait color transfer methods [Shih et al. 2014; Shu et al. 2017a] on both synthesized and real-world images. In order to compare with DPR [Zhou et al. 2019], we use the codes provided by the authors. DPR uses an SH lighting model with a white light assumption. Therefore, we convert the environment lighting to grayscale and compute the SH coefficients. To compare our method with the approach [Sun et al. 2019] quantitatively, we re-implement Sun et al.’s method and train their network on our synthesized images. Then, we evaluate their network on our synthesized data for fair comparisons. For qualitative comparisons on real images, the results are obtained from Sun et al.’s model reported in their original paper. Since color transfer methods require a reference image, we use the rendered
Fig. 8. Qualitative evaluations on each component of our network. DL-RL indicates the baseline using our de-lighting (without face parsing) and relighting (without LFM modules) networks (b). DL-RL+SS represents the incorporation of the SS network for lighting effect estimation (c). DL-RL+SS+LFM indicates the employment of LFM in the SS and composition networks without using the face parsing task (d). Full refers to our entire network (e).

Fig. 9. Lighting effect estimation of our SS network with and without LFM. LFM facilitates the SS network to generate specular and shadow components.

Table 2. Quantitative evaluations on each component of our portrait relighting network. DL-RL refers to the baseline de-lighting and relighting architecture. The results are evaluated on our testing dataset with 20k images.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Relighting RMSE</th>
<th>Relighting PSNR</th>
<th>Relighting SSIM</th>
<th>Albedo RMSE</th>
<th>Normal RMSE</th>
<th>Specular RMSE</th>
<th>Shadow RMSE</th>
<th>Lighting wlog-$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL-RL</td>
<td>0.0511</td>
<td>26.4</td>
<td>0.870</td>
<td>0.0342</td>
<td>0.132</td>
<td>-</td>
<td>-</td>
<td>0.0364</td>
</tr>
<tr>
<td>DL-RL+SS</td>
<td>0.0415</td>
<td>28.2</td>
<td>0.882</td>
<td>0.0347</td>
<td>0.144</td>
<td>0.00909</td>
<td>0.00512</td>
<td>0.0356</td>
</tr>
<tr>
<td>DL-RL+SS+LFM</td>
<td>0.0309</td>
<td>31.0</td>
<td>0.909</td>
<td>0.0314</td>
<td>0.131</td>
<td>0.00575</td>
<td>0.00416</td>
<td>0.0301</td>
</tr>
<tr>
<td>Full</td>
<td><strong>0.0281</strong></td>
<td><strong>31.8</strong></td>
<td><strong>0.914</strong></td>
<td><strong>0.0271</strong></td>
<td>0.132</td>
<td><strong>0.00575</strong></td>
<td><strong>0.00416</strong></td>
<td><strong>0.0274</strong></td>
</tr>
</tbody>
</table>

ground-truth faces (i.e., the same subjects under the target lighting) as the reference images for those methods [Shih et al. 2014; Shu et al. 2017a].

5.2.1 On Synthetic Data. We first compare our method against prior works on our testing dataset where we have the ground-truth images for comparisons. The inputs are a synthesized face image and an environment map to describe the target lighting.

Table 3 manifests that our method greatly outperforms the existing methods in all the metrics. Note that, since the ground-truth images are used as the input references of the color transfer methods, these methods should achieve their best performance in this case. In other words, their quantitative results in Table 3 should be higher than their real performance when the reference image is from another person’s portrait. On the other hand, even though in this situation, our method still outperforms these methods.

Qualitative comparisons are shown in Figure 10. As seen in Figure 10, only our method generates realistic specular and shadow (in the eye socket and around the nose) compared with the ground-truth.
Fig. 10. Comparisons of relit results on synthetic images. We also rendered the ground truth images under the target lighting and provided them as references for [Shih et al. 2014; Shu et al. 2017a]. Our method outperforms prior works by generating visually convincing specular and shadow. Noted that, we use our implementation of [Sun et al. 2019] trained on our dataset in this experiment.

Table 3. Quantitative comparisons of our method against prior works on our relighting testing dataset with 20k images.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RMSE</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Shih et al. 2014]</td>
<td>0.0389</td>
<td>29.4</td>
<td>0.877</td>
</tr>
<tr>
<td>[Shu et al. 2017a]</td>
<td>0.0717</td>
<td>25.1</td>
<td>0.884</td>
</tr>
<tr>
<td>[Zhou et al. 2019]</td>
<td>0.1128</td>
<td>19.8</td>
<td>0.675</td>
</tr>
<tr>
<td>[Sun et al. 2019]</td>
<td>0.0518</td>
<td>26.4</td>
<td>0.865</td>
</tr>
<tr>
<td>(Our implementation)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Model</td>
<td><strong>0.0281</strong></td>
<td><strong>31.8</strong></td>
<td><strong>0.914</strong></td>
</tr>
</tbody>
</table>

Zhou et al. [2019] fail to handle color changes of target lightings. Although Sun et al. [2019]’s network is trained on our synthetic images, it generates some smooth and unrealistic shadows in this case. Shu et al. [2017a]’s results look pleasing by themselves but are not consistent with the ground truth. The results of [Shih et al. 2014] are overly smooth with less facial details. Again, Shih et al. [2014]; Shu et al. [2017a] use the ground truth as their input references. Noted that, the results of [Sun et al. 2019] in Figure 11 and Table 3 are achieved using our implementation trained on our synthetic images.

5.2.2 On Real Data. Although our model is trained on synthetic images, it can be applied to real-world images and achieves photorealistic portrait relighting results. To improve the visual effects, we follow the method [Sun et al. 2019] to change the background of an input image to the corresponding part of the environment lighting map in the results. In Figure 11, the experiments are conducted on real-world images from FFHQ [Karras et al. 2019] and the results of [Sun et al. 2019] are obtained from the model reported in their original paper.

In the top part of Figure 11, we use an environment lighting map as the target lighting. An image rendered under this target lighting is also presented as the reference but not used in the experiments. Here, our method generates naturally-looking specular and shadow under extreme lighting conditions and lighting effects of the relit portraits are similar to the reference ones, still with some differences due to different face shapes. In particular, our method achieves photorealistic facial images under strong side lights. Both the generated specular and shadow are consistent with the reference, which are not achieved by the compared methods. This mainly benefits from the manner that we render the lighting effects explicitly according to the facial geometry and target lighting.

In the bottom part of Figure 11, we use a real-world portrait image as reference to provide the target lighting information. In this case, the lighting of the reference is unknown, so we apply our delighting network to estimate it. The state-of-the-art face relighting methods [Sun et al. 2019; Zhou et al. 2019] also have their methods to estimate the lighting from the reference images. The results again demonstrate that our method achieves the best visual quality in comparison to other competing methods. Here, besides the specular and shadow, we can further see that our method handles hair very well, which has correct color changes corresponding to the target lighting. These experiments also imply that our method is able to estimate the environment lighting accurately.
Fig. 11. Comparisons of relit results on real images. In the top part, the competing works [Sun et al. 2019; Zhou et al. 2019] and our method use target lightings to relight input portraits. The reference images are rendered under the target lightings serving as inputs of [Shih et al. 2014; Shu et al. 2017a]. In the bottom part, the works [Sun et al. 2019; Zhou et al. 2019] and our method need to estimate the target lighting from the real-world reference images. Then, the estimated lighting conditions are used to relight the input images. Images courtesy: Flickr user Jennifer Morrow ((a)-1), Flickr user 2nd Armored Brigade Combat Team Public Affairs ((a)-2), Flickr user Luca Boldrini ((a)-3), Flickr user alias keiner ((a)-4), Flickr user Edy Rung ((b)-4), Flickr user Siena College ((a)-5), Flickr user Ramakrishna Reddy Y ((b)-5), Flickr user Charles Vasser ((a)-6), Flickr user Blake Patterson ((b)-6).
When there are isolated objects in front of a face and cast shadow on a face, our method may generate artifacts. This is because our method only accounts for the shadow caused by self-occlusions while shadow caused by other objects is often unpredictable without fully understanding the positions and sizes of objects. Thus, that shadow will cause the inaccurate estimation of facial normal and albedo. As shown in Figure 13, the shadow of the microphone leads to incorrect estimation of facial normal in the corresponding region. In the relit image, although we use a frontal lighting, the position of the shadow has not been changed. A possible solution to handle this is to add specific samples of this kind in the training dataset following [Zhang et al. 2020a]. In this manner, the network is able to learn to handle this case. Solving these problems and combining our method with single portrait based animation methods (e.g., [Averbuch-Elor et al. 2017]) will be left to our future work.

6 CONCLUSION

In this paper, we proposed a single image portrait relighting framework by explicit modeling multiple reflectance channels which embed facial albedo, geometry and the lighting effects of specular and shadow. Using our de-lighting network, we recovered the facial albedo and geometry from an input portrait. We developed an SS network to explicitly estimate the lighting effects of shadow and specular in accordance with the estimated facial geometry and the target lighting map. Our Lighting guided Feature Modulation (LFM) module blends the features of the multiple reflectance channels more consistently, thus achieving photo-realistic relit results while tackling challenging lighting effects. We presented a large-scale dataset with the ground-truth multi-channel supervision. Our dataset provides high-quality 3D faces and various useful channels, enabling us to learn the explicit modeling of the multiple reflectance channels. Extensive results demonstrate that our proposed method achieves photo-realistic relit results with challenging relighting effects, and our recovered channels can be used to manipulate the relit results with desired amount of specular and shadow.
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